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Abstract
Land snow is considered one of the important Earth system elements altering sub-seasonal to seasonal (S2S) atmospheric 
variability and predictability. However, the causal relationship in the snow–atmosphere interaction and its impact on S2S pre-
dictability are still not clearly understood. In this study, we investigated the sub-monthly causal relationship between observed 
snow cover (SC) and surface air temperature (SAT) in the Northern Hemisphere. We used Liang–Kleeman information flow 
analysis to scrutinise the direction of causation and identify “cold spots” where SC conditions actively influence SAT on 
a sub-monthly timescale. The cold spots were identified by geographical location and season: North Eurasia in September 
and October; East Siberia in October and May; Canada in November; East Asia in November and March; Central Asia in 
October and November; and East Europe in March. Results based on snow water equivalent instead of SC also confirmed 
the cold spots identified in SC. Furthermore, we evaluated the SC–SAT causal relation in operational S2S prediction models. 
The results indicated that the S2S models underestimate the SC influence on SAT to greater or lesser degrees, implying the 
deficiencies in the models. This study emphasises the importance of faithfully reproducing the SC effect on SAT in S2S 
models for further possible improvements in sub-seasonal prediction skill. The findings renew a fundamental understanding 
of the snow–atmosphere interaction and sub-seasonal predictability arising from land snow conditions.
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1  Introduction

An annual average of the snow cover extent is approxi-
mately 24 million km2, with a maximum of 47 million 
km2—roughly half of the total land area in the North-
ern Hemisphere—in January (Estilow et al. 2015). 
Thus, land snow is an integral part of land conditions 
for considering lower-boundary impacts on weather 
and climate in the Northern Hemisphere (Henderson 
et al. 2018). Numerous previous studies have sug-

gested various mechanisms involved in the atmos-
phere–snow–ground thermal interaction: the snow 
albedo effect (Flanner et al. 2011, Xu and Dirmeyer 
2013), snow hydrological effect (Ambadan et al. 2018; 
Xu and Dirmeyer 2013; Yasunari et al. 1991), snow 
insulation effect (Cook et al. 2008; Zhang 2005), and 
snowmelt heat sink (Cohen and Rind 1991). Land 
snow is considered an important contributor to S2S 
predictability and, as a proof of concept, model sensi-
tivity experiments have been performed using climate 
models (Ambadan et al. 2018; Douville 2010; Jeong 
et al. 2013; Li et al. 2019; Orsolini et al. 2013; Pei-
ngs et al. 2011; Thomas et al. 2016; Xu and Dirmeyer 
2011; Xu and Dirmeyer 2013). Moreover, several pos-
sible remote influences of the snow on the atmospheric 
circulation have been proposed, thus its impacts on the 
S2S predictability originating from the snow in both 
local and remote regions have been anticipated, albeit 
some remote influence in the upper troposphere is still 
unresolved particularly in modelling studies (Cohen 
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and Entekhabi 1999; Diro and Lin 2020; Henderson 
et al. 2018; Jeong et al. 2013; Li et al. 2019; Orsolini 
et al. 2013, 2016; Kumar and Yang 2003; Ruggieri 
et al. 2022; Wu and Kirtman 2007).

Regarding the representation of snow processes in 
models, substantial effort has been made to improve snow 
processes, and snow–atmosphere interaction in S2S pre-
diction models, along with the snow initialization (e.g., 
Arduini et al. 2019; Dutra et al. 2010; de Rosney et al. 
2014; Gichamo et al. 2022; Lin et al. 2016; Pullen et al. 
2011; Saha et al. 2017; Walter et al. 2019). Nevertheless, 
the snow–atmosphere interaction is still not represented 
accurately in numerical models (Diro and Lin 2020; Kol-
stad 2017; Li et al. 2020; Xue et al. 2021). Thus, more 
efforts in model evaluation and model development based 
on the evaluation are required for a deeper understanding 
and improving the model representation of the snow–atmos-
phere interaction.

Despite the tremendous effort mentioned above, a com-
plete understanding of snow cover influence on S2S atmos-
pheric variability and predictability in the observations 
and models is still lacking. In particular, the evaluation of 
models participating in the World Weather Research Pro-
gramme (WWRP)/World Climate Research Programme 
(WCRP) Subseasonal to Seasonal Prediction (S2S) Pro-
ject (Vitart et al. 2017) has not been performed in terms of 
the snow influence on surface air temperature (SAT; 2-m 
air temperature). Recently, Diro and Lin (2020) assessed 
the sub-seasonal prediction skill of snow water equivalent 
(SWE) and SWE–SAT coupling in models participating 
in the Subseasonal Prediction Experiment (SubX; Pegion 
et  al. 2019) and provided valuable implications for the 
sub-seasonal SAT prediction skill. They suggested that the 
underestimated snow–SAT coupling in the Environment and 
Climate Change Canada’s Global Ensemble Prediction Sys-
tem (ECCC-GEPS; Lin et al. 2016) is one of the factors for 
lowering sub-seasonal SAT prediction skill. On the other 
hand, for a better understanding of the origins of predict-
ability, it is necessary to separate cause and effect involved 
in the snow–atmosphere interaction (Kolstad 2017; Komatsu 
et al. 2023). Existing conventional approaches such as cor-
relation analysis have limitations in uncovering the causal 
relationship between snow and atmospheric variabilities due 
to their long memory. That is, although simultaneous cor-
relation and regression analysis can find a statistical linear 
association between variables (e.g., Diro and Lin 2020), it 
cannot infer the direction of causation. A lagged correlation 
or lagged composite analysis may provide information on 
the causation, however, they fail to reveal the causality if 
the long memory exists in the variables analysed (McGraw 
and Bernes 2018). Due to the complexity and the mem-
ory effects of the land, disentangling the causality in the 

land–atmosphere interaction through statistical analysis is 
often challenging.

An alternative approach for uncovering the causality is 
conducting sensitivity experiments using climate models. 
Usually, a pair of sensitivity experiments are conducted 
by either changing initial land conditions or restoring the 
land variables to the climatological mean or realistic condi-
tions during model integrations (e.g., Ardilouze et al. 2017; 
Douville 2010; Dutra et al. 2011; Jeong et al. 2013; Koster 
et al. 2011; Peings et al. 2011; Thomas et al. 2016). Jeong 
et al. (2013), by performing extensive sensitivity experi-
ments, provided a comprehensive view of snow initialization 
impacts on sub-seasonal SAT prediction during the whole 
cold season, which implies the causation in the snow–atmos-
phere interaction. The model experiment approaches can 
quantify the influence of the snow conditions on the atmos-
phere to some extent but also have some shortcomings. First, 
it is impossible to compare the land influence assessed by 
the sensitivity experiments with an observational counter-
part. Second, the estimates of the coupling strength depend 
on the model used. Third, these approaches may disturb 
the land–atmosphere interaction by intervening physical 
processes in models because imposed land conditions are 
not physically balanced. Fourth, a large amount of climate 
model integration required for the sensitivity experiments 
hinder inter-model comparisons to investigate differences 
in snow effects between different models.

To complement the above-mentioned modelling 
approaches for assessing the causality and impacts, this 
study uses a tractable novel technique called Liang–Klee-
man information flow, which has been devised based on the 
information theory and is a rigorous form of approximate 
transfer entropy (Liang and Kleeman 2005; Liang 2014, 
2015). The Liang–Kleeman information flow can evaluate 
cause and effect in dynamical systems. The technique has 
been successfully applied to numerous problems in various 
disciplines and has recently spurred in climate research as 
well (Bai et al. 2018; Docquier et al. 2022; Liang 2013; Liu 
and Pu 2019; Jiang et al. 2019; Komatsu et al. 2023; Vannit-
sem and Liang 2022). More recently, Komatsu et al. (2023) 
applied the Liang–Kleeman information flow analysis for 
examining the causal relation between snow cover fraction 
(SC) and SAT over the autumnal Eurasian continent and suc-
cessfully delineated the SC–SAT causality on a sub-monthly 
timescale. By extending the work of Komatsu et al. (2023), 
this study aims to identify “cold spots” (Xu and Dirmeyer 
2013), where the SC condition actively controls SAT time-
evolution on a sub-monthly timescale, and compare the snow 
impacts among models. This study analyses the SC–SAT 
interaction in the Northern Hemisphere from September to 
May to provide its holistic view. Furthermore, we evalu-
ate the SC–SAT causal relation in sub-seasonal prediction 
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models using reforecast data provided by the WWRP/WCRP 
S2S Project (Vitart et al. 2017).

The rest of this paper is organised as follows. Section 2 
describes the data used in this study and the Liang–Kleeman 
information flow analysis. In Sect. 3, observed sub-monthly 
causal relations between SC and SAT are examined using 
reanalysis data. In addition, the S2S prediction models are 
evaluated in terms of the SC–SAT causality. Possible rea-
sons for the identified deficiency of the JMA model are also 
discussed. Moreover, the association between snow causality 
and SAT predictability are examined to evaluate potential 
contributions of snow conditions to enhancing SAT predic-
tion skill. Section 4 gives conclusions and discussion.

2 � Data and methods

2.1 � Data

We used daily SC, SWE, and SAT data from the National 
Aeronautics and Space Administration (NASA) Modern-Era 
Retrospective analysis for Research and Applications, Ver-
sion 2 (MERRA-2) reanalysis during 2000–2020 (Gelaro 
et al. 2017). MERRA-2 reanalysis uses the model of the 
NASA Global Modeling and Assimilation Office (GMAO) 
GEOS-5.12.4 system with an approximate resolution of 
0.5° × 0.625°. The land surface model of MERRA-2 is the 
Catchment model (Koster et al. 2000; Reichle et al. 2011). 
Time-evolution of SWE, snow depth, and snow heat con-
tent are solved using a three-layer snow model (Stieglitz 
et al. 2001). In the MERRA-2 system, no snow observa-
tional data is assimilated, however, model-based precipita-
tion is corrected using gauge- and satellite-based precipita-
tion observations (Reichle et al. 2017). The MERRA-2 land 
analysis is in reasonably good agreement with other in-situ 
and satellite-based observations (Reichle et al. 2017) and 
has the comparable performance with other reanalysis and 
satellite-derived products (Mortimer et al. 2020). We present 
results based on ERA5 (Hersbach et al. 2020) as well as 
MERRA-2 data.

As for S2S prediction data, we used reforecast data 
obtained from the data archive of the WWRP/WCRP 
S2S Prediction Project hosted by the European Cen-
tre for Medium-Range Weather Forecasts (ECMWF; 
Vitart et al. 2017). We analysed reforecast data of three 
operational centres that provide SC data: China Mete-
orological Administration (CMA, BCC-CPS-S2Sv2), 
ECMWF (CY47R1), and Japan Meteorological Agency 
(JMA; GEPS2203). The BCC-CPS-S2Sv2, CY47R1, 
and GEPS2203 adopt land schemes of Beijing Climate 
Center Atmospheric Vegetation Interactive Model ver-
sion 2 (BCC-AVIM2; Li et  al. 2019), the Hydrology-
Tiled ECMWF Scheme for Surface Exchanges over Land 

(HTESSEL; Balsamo et al. 2009; Dutra et al. 2010), and 
the Simple Biosphere (SiB) scheme (Hirai et al. 2007; 
Japan Meteorological Agency 2023), respectively. Speci-
fications of the reforecasts analysed in this study are sum-
marised in Table 1. Note that we analysed reforecasts with 
the same ensemble size of 11 members for the ECMWF 
and JMA models, and 4 members for the CMA model due 
to data availability. Since initial dates of reforecasts are 
not common among the models, we chose the reforecasts 
with initial dates nearest to the first day of the month. 
All the observational and model data were interpolated to 
regular 2.5° × 2.5° latitude–longitude grids using bilinear 
interpolation, and then the daily climatology of the ana-
lysed period was subtracted prior to the Liang–Kleeman 
information flow analysis.

2.2 � Liang–Kleeman information flow analysis

Conventional statistical analyses using Pearson correla-
tion coefficient or linear regression, which are widely used 
in climate research, can detect linear association between 
two variables. These statistical analysis techniques 
have been extensively used for evaluating the strength 
of the land–atmosphere interaction (e.g., Dirmeyer 
2011; Dirmeyer et  al. 2014; Ganeshi et  al. 2023; Xu 
and Dirmeyer 2013). However, these techniques cannot 
directly infer the causal direction. A lag correlation is also 
often used to investigate the causality in the climate sys-
tem. It is, however, prone to misdetection of the causal-
ity due to the long memory (autocorrelation) of variables 
(McGraw and Bernes 2018).

An alternative and novel technique to quantify the cau-
sality is Liang–Kleeman information flow. Here, we briefly 
describe the Liang–Kleeman information flow analysis 
used in this study. Liang and Kleeman (2005) derived a 
rigorous formulation to evaluate the causality (information 
transfer) in a two-dimensional dynamical system. Consider 
a two-dimensional stochastic system,
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where E stands for expectation, �1 is the marginal probability 
density of x1 . This expression is rigorous, however, comput-
ing the information flow in real-world problems requires a 
prior knowledge of the Eq. (1), which is usually unknown. 
Instead, Liang (2014) derived a formula of approximate 
information flow by fitting F with a linear stochastic function 
of X obeying the Gaussian distribution. The Liang–Kleeman 
information flow ( T2→1 ), which is an approximate transfer 
entropy indicating the information transfer from X2 to X1, 
is written as.

where Cij is the sample covariance between Xi and Xj, and 
Ci,dj is the sample covariance between Xi and the time deriv-
ative of Xj using the Euler forward scheme (Liang 2014). 
Following Liang (2015), we present the normalised informa-
tion flow in this paper (hereafter simply referred to as causal-
ity) as in Komatsu et al. (2023). The proofs and complete 
derivation of the formula are referred to Liang and Kleeman 
(2005), Liang (2008, 2014, 2015).

(3)T2→1 =
C11C12C2,d1 − C
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12
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3 � Results

3.1 � Climatological features of SC

This subsection describes the climatological features of SC 
in the Northern Hemisphere. Figure 1 shows the standard 
deviation of weekly (7-day) mean SC by month. Intuitively, 
regions with large SC variability are expected to have a 
potentially strong influence on SAT variability in the first 
place (Xu and Dirmeyer 2013). Regions with large SC 
variance migrate seasonally between Northern Siberia and 
Alaska in September to the midlatitudes over Eurasia and 
North America in February, then move northward into late 
spring. The regions with large SC variability roughly coin-
cide with transition regions with climatological mean SC 
of about 50% (black lines in Fig. 1), indicating large SC 
variability regions appear in the SC transition regions. Con-
versely, regions and seasons with high climatological mean 
of SC (e.g., Arctic regions in boreal winter) have small sub-
seasonal variability because SC is always close and equal 
to 100%.

Table 1   Specification of 
reforecast data analysed in this 
study

Centre Model version Initial month/initial date (reforecast period) Ensemble size

CMA BCC-CPS-S2Sv2 September/3 September (2005–2019)
October/1 October (2005–2019)
November/2 November (2005–2019)
December/3 December (2005–2019)
January/4 January (2006–2020)
February/1 February (2006–2020)
March/1 March (2006–2020)
April/1 April (2006–2020)
May/3 May (2006–2020)

4

ECMWF CY47R1 September/3 September (2000–2019)
October/10 October (2000–2019)
November/2 November (2000–2019)
December/3 December (2000–2019)
January/4 January (2001–2020)
February/1 February (2001–2020)
March/1 March (2001–2020)
April/1 April (2001–2020)
May/3 May (2001–2020)

11

JMA GEPS2203 September/31 August (2000–2019)
October/30 September (2000–2019)
November/31 October (2000–2019)
December/30 November (2000–2019)
January/31 December (2000–2019)
February/31 January (2001–2020)
March/28 February (2001–2020)
April/31 March (2001–2020)
May/30 April (2001–2020)

11
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Figure  2a displays simultaneous Pearson correla-
tions between weekly averages of SAT and SC from the 
MERRA-2 reanalysis data. We found negative correlations 
in the large SC variability regions and seasons (Fig. 1), indi-
cating SAT tends to be low when SC is high and vice versa. 
It may be intuitive that low SAT co-occurs with more SC 
over the SC marginal regions, however, this correlation does 
not necessarily indicate causality, and we cannot infer which 
causes which based on the correlation analysis. Similarly, 
Fig. 2b shows correlations between weekly averages of SAT 
and SWE. The negative correlation regions roughly coincide 
with the results for SC. Meanwhile, it is noteworthy that 
weak positive correlation regions spread over the northern 
Eurasia in boreal winter consistent with the result of the 
study by Diro and Lin (2020), indicating SWE tends to be 
high when SAT is high and vice versa. This is plausibly 
due to increased snowfall associated with the fact that more 
moisture is retained at a higher temperature but below freez-
ing point of water (Clausius–Clapeyron relationship; Davis 
et al. 1999). In the next subsection, the distinct relationship 
between snow and SAT is further illustrated using the cau-
sality analysis in more detail.

3.2 � Observed sub‑monthly causal relations 
between SC and SAT

We investigate the observed causal relationship between 
SC and SAT using the Liang–Kleeman information flow 
analysis. Figure 3 displays normalised information flow 
between weekly averages of SC and SAT by month. In 
observations (MERRA-2 reanalysis), the cold spots, 
which refer to strong causality regions from SC to SAT, 

are stipulated by geographical location and season. We 
determine the cold spots based on a criterion that a region 
with normalized causality exceeding 5% covers a rela-
tively large area (> 4 × 10

6km2). The cold spots are found 
around North Eurasia in September and October; East 
Siberia in October and May; Canada in November; East 
Asia in November and March; Central Asia in October and 
November; and Eastern Europe in March. This result indi-
cates that cold spots of SC-SAT interactions change their 
location during different months and are mostly located 
around the regions where SC variability is larger (Figs. 1 
and 3). We note that regions with surface air temperature 
of the melting point (climatological mean temperature 
of 0 °C) do not always coincide with the significant cold 
spots (Figs. 3 and S1). We observe a stronger coincidence 
between the cold spots and regions with the large SC vari-
ability regions than regions at the melting point of sur-
face air temperature (climatological mean temperature of 
0 °C; Fig. S1), presumably due to the primary influence of 
the snow-albedo effect rather than the snow hydrological 
effect on sub-monthly timescales.

In addition, we evaluated information flow between SWE 
and SAT using the MERRA-2 data (Fig. S2). Regions with 
the high causality from SWE to SAT generally match the 
cold spots for SC. In contrast, the opposite causality from 
SAT to SWE spreads over broader regions and its amplitude 
is stronger, compared with the SC counterparts. These dif-
ferences are due to the fact that the SC reaches an upper 
limit of 100% when SWE exceeds a certain level. As seen 
in Figs. 2, 3 and S2, simple simultaneous correlation analy-
sis between SAT and SC or SWE may falsely detect the 
cold spots (regions with actual snow effect). Therefore, we 

(a) September

5 10 15 20 25 30 35 40
STD [%]

(b) October (c) November

(d) December (e) January (f) February

(g) March (h) April (i) May

Fig. 1   Seasonal migration of large SC variability regions. Colours 
show the standard deviation of weekly average SC [%] of MERRA-2 
reanalysis for each month. MERRA-2 SC data of four consecutive 

weeks starting from 1st of the month (denoted in each panel) during 
(a-d) 2000–2019 (e-i) 2001–2020 were used. Black lines indicate cli-
matological mean SC of 50%
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MERRA-2 Cor(T2m, SC) MERRA-2 Cor(T2m, SWE)

−0.6 −0.4 −0.2 0.0 0.2 0.4 0.6
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Fig. 2   Correlations between weekly averages of SAT and (a) SC, (b) 
SWE in MERRA-2 analysis. Areas where the snow covers the ground 
for more than one third of the period are coloured. Analysed years for 
each month are the same as the reforecast periods of the ECMWF and 

JMA models shown in Table  1. The stippling indicates statistically 
significant regions based on the bootstrap method (5,000 times resa-
mpling). Boxes indicate cold spots identified in this study (Sect. 3.2)
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MERRA-2  SC → T2m MERRA-2  T2m → SC

5 10 15 20 30
[%]
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Jan.

Feb.

Mar.
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May

Fig. 3   Normalised information flow between weekly averages of SC 
and SAT by month. The normalised information flow (right) from 
SC to SAT, and (left) from SAT to SC. The MERRA-2 reanalysis 
data of four consecutive weeks (7  days averages) starting from 1st 
of the month (denoted in each panel) were used for the calculation 
for each month. Boxes indicate cold spots identified in this study: 

East Siberia (60°N–72.5°N, 130°E–150°E), East Asia (40°N–60°N, 
100°E–140°E), Canada (47.5°N–57.5°N,  120°W–80°W), Eastern 
Europe (45°N–60°N,  22.5°E–57.5°E), Central Asia (45°N–60°N, 
57.5°E–100°E), North Eurasia (65°N–75°N, 80°E–110°E). Only sta-
tistically significant regions based on the bootstrap method (5,000 
times resampling) are coloured
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consider that the information flow analysis based on SC is 
advantageous to examine the snow–atmosphere interaction 
and to determine the cold spots.

We also examined the information flow in ERA5 rea-
nalysis (Fig. S3) and found that overall spatial distributions 
are similar to the results of the MERRA-2 reanalysis shown 
here. Therefore, we consider that the overall results pre-
sented here are not so sensitive to the dataset used, with 
noting that the strength of the causality more or less changes. 
Specifically, in the ERA5 reanalysis, there are stronger cold 
spots in high terrain regions such as the Tibetan Plateau 
than MERRA-2, presumably due to an excessive land snow 
in ERA5 (Orsolini et al. 2019). Also, weaker cold spots are 
seen over North America in the ERA5 reanalysis than in the 
MERRA-2 reanalysis. The difference may arise from the 
uncertainty of both reanalysis products, thus the results over 
such regions should be interpreted with caution because of 
relatively large uncertainty in reanalysis data.

Figure 4 illustrates the seasonality of the SC–SAT causal-
ity for the cold spots identified in Fig. 3. A distinct seasonal-
ity is found for each cold spot. The high-latitude cold spots, 
East Siberia (60°N–72.5°N, 130°E–150°E) and North Eura-
sia (65°N–75°N, 80°E–110°E) have profound double peaks 
of the information flow from SC to SAT in autumn (Septem-
ber and October) and late spring (May). The northern mid-
latitude cold spots, Canada (47.5°N–57.5°N, 120°W–80°W), 
Eastern Europe (45°N–60°N, 30°E–60°E), and Central Asia 
(45°N–60°N, 57.5°E–100°E) have also double peaks of the 
causality from SC to SAT with the stronger causality in win-
ter. In the mid-latitude cold spot, East Asia (40°N–60°N, 
100°E–140°E) has a prolonged period of the causality from 
SC to SAT from November to April with the stronger cau-
sality from SC to SAT in spring. Previous studies suggested 
that the snow influence on SAT is stronger in spring than the 
other seasons because of stronger snow–albedo and snow 
hydrological effects during a snow melting season (Xu and 
Dirmeyer 2013; Zhang et al. 2005). Meanwhile, there are 
some regions, for example, East Asia and Canada, that have 
sizable causality from SC to SAT in autumn. The high cau-
sality from SC to SAT over East Asia in November was 
highlighted by Komatsu et al. (2023). As presented here, 
the snow causality varies significantly by month. Our results 
highlight stark contrast in the snow effect on SAT among 
months (Figs. 3 and 4).

It is emphasised that more often than not, the causality 
from SC to SAT accompanies the opposite causality (from 
SAT to SC). The normalised causality is overall larger from 
SAT to SC than from SC to SAT. This result suggests that 
over the cold spots, positive feedback works between SC and 
SAT, amplifying the SC–SAT interaction. We also note that 
the causality from SWE to SAT presents similar seasonality 

MERRA-2 (SC)
(a) North Eurasia

(b) East Siberia

(c) Canada

(d) Eastern Europe 

(e) Central Asia 

(f) East Asia 

SC →T2m T2m → SC

Months

Sep
.

Oct.
 

Nov
. 

Dec
. 

Ja
n. 

Feb
. 

Mar.
 

Apr.
 

May
 

Fig. 4   The seasonality of the SC–SAT causality averaged over 
the cold spot regions (land only). Blue bars indicate the normal-
ised causality from weekly mean SC to weekly mean SAT. Orange 
bars indicate the normalised causality from weekly mean SAT to 
weekly mean SC. Regions are denoted in the figure: North Eura-
sia (65°N–75°N, 80°E–110°E), East Siberia (60°N–72.5°N, 
130°E–150°E), Canada (47.5°N–57.5°N,120°W–80°W), East-
ern Europe (45°N–60°N,  30°E–60°E), Central Asia (45°N–60°N, 
57.5°E–100°E), and East Asia (40°N–60°N, 100°E–140°E)
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with the counterpart of SC, except that the causality from 
SAT to SWE appears through winter over North Eurasia and 
East Siberia unlike the causality from SAT to SC (Fig. S4).

3.3 � Evaluation of S2S prediction models

Next, we attempt to evaluate the SC–SAT causal relation in 
operational S2S models. Information flow (Liang 2014) is a 
fundamental quality to measure the causality, and thus, can 
be potentially used to evaluate the fidelity of models in rep-
resenting the snow-atmosphere interaction (e.g., the strength 
of the interaction). Figures 5, 6, and 7 present the SC–SAT 
causality in the S2S models. The causality is computed using 
predictions of four consecutive weeks (Week 1-Week 4). The 
models generally capture the observed pattern and seasonal-
ity of the causality except for the JMA model with the rather 
weak causality from SC to SAT, although there are some 
notable discrepancies between the models and reanalysis.

As for the ECMWF model (Figs. 5 and 8; Table 2), the 
pattern and amplitude are generally in good agreement with 
those of the MERRA-2 reanalysis with the weaker causality 
from SC to SAT over Eastern Europe in March, East Asia 
in March and April, and North Eurasia in September and 
October, and the stronger causality over the Tibetan Plateau.

The JMA model (Figs. 6 and 8; Table 2) considerably 
underestimates the causality for both directions, in particular 
from SC to SAT. This result indicates that SAT does not real-
istically respond to SC conditions, and SC does not respond 
well to SAT either. Although SC is a diagnostic variable, 
we also obtained consistent results for causality based on 
SWE, which is a prognostic variable (Fig. S6). Based on 
these results, we conclude that the JMA model underesti-
mates the snow effect on SAT on a sub-seasonal timescale. 
Possible reasons for the underestimation of causality will 
be discussed later.

As for the CMA model (Figs. 7 and 8; Table 2), the cau-
sality pattern is overall in good agreement with that of the 
MERRA-2 reanalysis with the underestimated amplitude 
compared to the MERRA-2 reanalysis. The causality from 
SC to SAT over North Eurasia in September, and October 
is underestimated. Over the Tibetan Plateau, the causality is 
stronger than the MERRA-2 reanalysis in winter.

Overall, the S2S models analysed in this study tend 
to underestimate the snow influence on SAT except for 
over the Tibetan Plateau. The conclusions do not change 
much when we use the ERA5 reanalysis as reference 
data, however, there is uncertainty among the reanalysis, 
models, and in-situ observation, particularly in high ter-
rain regions such as the Tibetan Plateau (Orsolini et al. 
2019). We also note that the results for Weeks 1–2 tend 
to exhibit greater values, which can be attributed to the 
impact of initialization, as well as the initial shocks and 
drifts experienced during the first two weeks. Conversely, 

the results for Weeks 3–4 align more closely with the 
results for Weeks 1–4 presented here. It is noted that the 
characteristics described here are also valid for the evalu-
ation based on SWE (Figs. S5, S6, and S7; Table 2), and 
therefore, the results presented here provide an evaluation 
of a proxy of the snow influence strength. The results 
uncover the capability of representing the snow influence 
in the current S2S models.

3.4 � Reasons for the weak causality in the JMA 
model

We found that the JMA model particularly underrepresents 
the snow influence on SAT. Here we briefly discuss possible 
reasons for this deficiency. The snow influence in a model 
may be related to its climatology of variability and mean of 
SC. Figure 9 compares the standard deviations of weekly 
mean SC of reforecasts for the (left) ECMWF and (mid-
dle) JMA models for each month. The large SC variability 
regions in the JMA model locate southward compared to the 
ECMWF model (Fig. 1).

We also verified the mean SC biases of the ECMWF and 
JMA models (Fig. 10). The mean bias in the ECMWF is 
much smaller than that in the JMA model, which has exces-
sive SC around the SC transition regions. The southward 
shift of the large SC variability regions in the JMA model 
may be attributable to the excessive SC. The excessive SC 
bias was also found in the verification against the MODIS/
Terra snow cover data (Hall and Riggs 2021; not shown). 
The SC bias in the JMA model may be associated with the 
underestimation of SC variability and SC influence on SAT. 
The modelled SC depends on the SC diagnostics equation 
(parameterisation; Yonehara et al. 2020) and is used in the 
land surface processes (e.g., albedo, heat fluxes). The biased 
SC climatology may be a primary reason for the underesti-
mation of the causality from SC to SAT. In short, the veri-
fication results of the model climatology imply that the SC 
biases in mean and variance may account for the underesti-
mated causality in the JMA model. However, the SC-SAT 
interaction is affected by not only the land processes, but 
also atmospheric processes such as atmospheric boundary 
layer, radiation, and cloud processes, thus, we need more 
detailed analysis using model sensitivity experiments to 
underpin this point.

3.5 � Influence on SAT predictability

In Sects. 3.2 and 3.3, we investigated the observed and sim-
ulated causality between snow and SAT. Now a question 
arises: To what extent does the snow condition affect pre-
diction skill and predictability in S2S prediction? Answer-
ing this question from reforecasts of multiple models is not 
straightforward since the prediction skill in different models 
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depends on the prediction performance of many factors other 
than snow conditions. Thus, it is difficult to delineate the 
contribution of snow on the SAT prediction skill. Instead, we 

examine the potential predictability of SAT in the ECMWF 
and JMA models to address the potential contribution of 
SC on sub-seasonal SAT predictability. The potential 
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Fig. 5   Same as Fig. 3 but for the ECMWF model
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predictability was assessed using ensemble predictions 
under the perfect model assumption. Specifically, we have 
computed the potential predictability assessed by squared 

Pearson correlation between a randomly selected member as 
a surrogate observation against an ensemble mean prediction 
of the rest of the ensemble members (Takaya et al. 2021). 
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Fig. 6   Same as Fig. 3 but for the JMA model
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Fig. 7   Same as Fig. 3 but for the CMA model
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This procedure was repeated 5,000 times, and averages of 
the results are presented.

Figure 11 displays the potential predictability for two-
week averages of SAT at a lead time of one week (predic-
tion for Weeks 2 and 3). The potential predictability over 

the cold spots tends to be lower in the JMA model than in 
the ECMWF model (Figs. 11). This reflects, at least partly, 
the fact that the causality from snow to SAT is lower in 
the JMA model than in the ECMWF model, implying the 
importance of faithfully representing the SC effect in mod-
els for further improving the sub-seasonal forecast skill.
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Fig. 8   Same as Fig. 4 but for the S2S models (left: ECMWF model, middle: JMA model, right: CMA model)

Table 2   Summary of the causality (the normalised causality from weekly mean SC and SWE to weekly mean SAT [%]) in the identified cold 
spots

Region (month) Normalised causality (SC→T2m)
Reanalysis/S2S model

Normalised causality (SWE → T2m)
Reanalysis/S2S model

MERRA-2 ERA5 ECMWF JMA CMA MERRA-2 ERA5 ECMWF JMA CMA

North Eurasia (October) 15 10 7 2 8 8 9 7 2 2
East Siberia
(October)

10 7 9 1 7 6 6 6 5 2

Canada (November) 9 8 6 1 6 7 4 3 1 2
Eastern Europe (November) 12 8 6 2 7 11 10 5 4 2
Central Asia (March) 12 8 6 2 7 11 10 5 4 2
East Asia
(March)

10 8 7 1 5 6 3 2 2 2
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4 � Summary and discussion

In this study, we used a novel analysis technique, 
Liang–Kleeman information flow, to investigate the causal-
ity between snow cover and surface temperature variability 
on a sub-monthly timescale. The causality in the snow–SAT 
interaction was successfully described using the analysis 
technique. Although the information flow analysis does 
not always provide conclusive results, we demonstrated its 
usability for diagnosing the strength and direction of causa-
tion (cause and effect relationship) in the snow–SAT inter-
action on a sub-monthly timescale. Based on the results, 
we identified cold spots, which refer to regions where land 
snow exerts a significant influence on SAT. The cold spots 
are stipulated by geographical location and season, and are 

identified over North Eurasia in September and October; 
East Siberia in October and May; Canada in November; 
East Asia in November and March, Central Asia in Octo-
ber and November, and Eastern Europe in March. Figure 12 
summarises the cold spots identified in this analysis. These 
cold spots are also supported by the same analysis for SWE 
instead of SC.

The identified cold spots in this study generally match 
the snow-sensitive regions that previous studies obtained 
based on the change of the SAT potential predictability in 
a set of sensitivity experiments by changing snow initial 
conditions. Jeong et al. (2013) found that the SAT predict-
ability is increased by realistically initialising snow condi-
tions over central and eastern parts of the Eurasian continent 
in November–April, northwestern parts of the United States 
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Fig. 9   Standard deviations of weekly-mean SC in reforecasts of (left) ECMWF and (middle) JMA models for each initial. (Left) Differences 
between the ECMWF and JMA models. Initial months are denoted in the bottom left of each figure
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in January–April, and the Tibetan Plateau in the whole cold 
season (September–April). The cold spots of this study are 
generally contained in the regions identified by Jeong et al. 
(2013). It is noteworthy that the cold spots identified in this 

study are more confined in terms of location and timing than 
the previous study (Fig. 4 of Jeong et al. 2013) because we 
considered a month-to-month change in the snow conditions. 
The advantages of the Liang–Kleeman information flow 
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Fig. 10   Mean biases of weekly-mean SC in reforecasts of the (left) ECMWF and (middle) JMA models against MERRA-2 reanalysis for each 
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analysis, namely no need for extensive model simulations, 
and frequent reforecasts of the S2S models, enabled us to 
describe the seasonal change of the snow–SAT interaction 
in more detail. It should be noted that this study focused 

on the sub-monthly timescale. Previous studies suggested 
longer time scale interactions that can offer sub-seasonal 
and longer timescale predictability. The results obtained in 
this study do not undermine the suggested longer time scale 

ECMWF  T2m PP (Week 2-3) JMA  T2m PP (Week2-3) ECMWF-JMA

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45
PP(r   )2

−0.16 −0.08 0.00 0.08 0.16
PP (r   )2

Sep.

Oct.

Nov.

Dec.

Jan.

Feb.

Mar.

Apr.

May

Sep.

Oct.

Nov.

Dec.

Jan.

Feb.

Mar.

Apr.

May

Sep.

Oct.

Nov.

Dec.

Jan.

Feb.

Mar.

Apr.

May

Fig. 11   The potential predictability of SAT assessed by squared 
Pearson correlation coefficients for Week 2–3 averages for the (left) 
ECMWF and (middle) JMA models. (right) Differences in the poten-
tial predictability between the ECMWF and JMA reforecasts from 

close initial dates. The stippling in the left and middle panels indi-
cates statistically significant regions based on the bootstrap method 
(5,000 times resampling)

Fig. 12   The cold spots regions 
and seasons identified in this 
study. Light pink and light blue 
colour regions are cold spots in 
spring and autumn, respectively Nov.
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interactions through the snow hydrological effect, irrespec-
tive of no detection of cold spots by longer time scale inter-
actions. The atmospheric responses to land snow conditions 
on such time scales are still not well understood due to its 
poor or diverse representation in climate models (e.g., Hen-
derson et al. 2018). The Liang–Kleeman information flow 
analysis for the longer time scale variability may contribute 
to corroborating causal relations of the snow–atmosphere 
interactions on a longer time scale.

It is worth discussing the underlying mechanisms for the 
cold spots identified in this study. Previous studies suggested 
that the coupling strength is strong in the snow melting sea-
son (e.g., Xu and Dirmeyer 2011). For instance, Xu and 
Dirmeyer (2013) found a strong snow–albedo effect in East-
ern Europe, the Tibetan Plateau, and the middle latitudes of 
North America in March (Fig. 5 of Xu and Dirmeyer 2013), 
which roughly collocate with the cold spots identified in this 
study (Figs. 4 and 12). Thus, the snow–albedo feedback is 
active in the cold spots of Eastern Europe in March, and East 
Asia in March and April. In addition, the cold spots identi-
fied around Eastern Europe in March and East Asia in April 
collocate with the regions of the snow hydrological effect 
identified by Xu and Dirmeyer (2013b), implying that the 
snow hydrological effect also plays a role in these regions.

Furthermore, we diagnosed the causality in multiple S2S 
prediction models. We found that the ECMWF and CMA 
models generally capture the observed causal relationship, 
while there are some notable differences among models. 
All the models analysed in this study, in particular the JMA 
model, underestimate the influence of SC on SAT (causal-
ity from SC to SAT). This result implies the deficiencies 
of the snow–SAT interaction in the S2S models. We also 
confirmed similar characteristics in the analysis of SWE. 
A more detailed analysis using land-related variables, sur-
face heat and radiation fluxes is expected to underpin physi-
cal processes that explain the underestimation of the snow 
influence.

Additionally, we discussed the potential influence of the 
SC causality difference on the potential predictability of 
SAT. The higher SAT potential predictability and predic-
tion skill (correlation coefficients) in the ECMWF model 
than in the JMA model over the SC cold spots is likely to 
reflect the stronger SC influence on SAT. Note that the 
potential predictability of SAT also depends on other fac-
tors such as soil moisture, sea surface temperature, and sea 
ice. Therefore, by comparing the potential predictability 
or prediction skill in different models, we cannot ascer-
tain the role of snow for SAT predictability. However, we 
consider that the good correspondence between the model 
differences in the potential predictability of SAT (Fig. 11) 
and the causality (influence of SC on SAT; Figs. 5 and 6) 
over the cold spots suggest the snow contribution to the 

sub-seasonal predictability and prediction skill to some 
extent.

In this study, we utilized reanalysis datasets from 
MERRA-2 and ERA5. A prior investigation by Mortimer 
et al. (2020) assessed the quality of satellite analysis data 
from GlobSnow v2.0 and reanalyses from ERA-5 and 
MERRA-2 against ground observations, revealing that the 
quality of the reanalysis products is on par with that of the 
satellite product. Nonetheless, relatively large difference 
between satellite and reanalysis products were observed, 
indicating the uncertainty in these analysis products. One 
limitation of our study is the reliance on the quality of 
the input analysis data. An alternative approach could 
involve comparing model results with ground observa-
tions, although this poses challenges due to differences in 
spatial scale and the limited availability of ground obser-
vations (Komatsu et al. 2023). More effort to evaluation 
of the reanalysis and model data against independent snow 
observation is expected to lead to our improved under-
standing of the snow effect.

This study analysed the SC–SAT causal relation in 
recent decades. Climate change in the future is likely to 
modulate the SC–SAT interaction in terms of location and 
timing on a sub-seasonal timescale, in turn, it will modu-
late the snow impacts on sub-seasonal SAT predictability. 
How snow-related predictability alters in changing climate 
is deserved for future study.

This study renews our understanding of the snow-
atmosphere interaction and sub-seasonal predictability 
arising from SC conditions. This study demonstrated the 
new alternative and tractable way to diagnose the model 
behaviours of the snow–atmosphere interaction without 
sensitivity model experiments. The new analysis method 
also offers valuable insights into models’ shortcomings. 
Therefore, the diagnostics of this study are useful in the 
future improvement of S2S prediction.
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